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Abstract—The output feedback tracking control problem is
studied for a class of uncertain nonlinear systems with actu-
ator failures. An adaptive observer is designed to reconstruct
immeasureable state information of the system, and an observer-
based adaptive fault-tolerant control (FTC) strategy is developed
recursively by backstepping methods, neural networks (NNs),
FTC theory and the dynamic surface control (DSC) technique.
The proposed strategy is only dependent on output information,
and there is no requirement for accurate parameters of the
system. In theory, the stability of the closed-loop system is
proven that all signals are uniformly ultimately bounded and
the control scheme can force the tracking error converge to a
small neighborhood of the origin.

I. INTRODUCTION

Over the past two decades, adaptive control approaches have
been widely used to deal with system faults in various systems,
and one of the typical schemes is the adaptive backstopping
technique [1]–[6]. The main limitation of the papers [1]–[6]
is that it is assumed that actuators of the systems are well
working and the faults are not taken into account. It is well
known that the phenomenon of component faults frequently
occur in practical industrials [7]–[9], and it may be one
of major sources of instability of systems and has received
considerable attention from control communications. In [10]
and [11], adaptive fault-tolerant control (FTC) methods were
designed for linear systems with faults of lock-in-place and
loss of effectiveness. In [12] [13] and [14], Tao et al. and Jiang
et al. developed adaptive fault-tolerant controllers for a class
of nonlinear single-input and single-output (SISO) systems
and multi-input and multi-output (MIMO) systems. However,
the mentioned references [10]–[14] are effective under the
condition that it is assumed that discussed systems are with
matching conditions or with known nonlinear functions. To
relax these assumptions, Li et al. reported adaptive fuzzy
control ways with the help of fuzzy logical tools in [15][16].
Moreover, adaptive fuzzy output feedback FTC schemes were
emerged in for several classes of uncertain nonlinear systems
suffered from actuator failures [7][17][18]. Recently, a novel
adaptive fault tolerant controller design was proposed for a

class of nonlinear time-delay systems in [8], unknown systems
with multiple actuators in [19], multi-agent systems in [20],
and Markovian jump systems in [21]. However, the control
methods in [7][8][15][19] are based on traditional backstep-
ping ways, and computational burdens increase drastically
along with the growth of the order of the system because
of the repeat differentiation calculation of virtual functions.
Fortunately, a dynamic surface control (DSC) technique was
proposed by Swaroop et al. in [22]. The main idea of this
approach was introduced via a first-order filter at each step
and it was extended to control of a class of strict-feedback
nonlinear systems combing with NNs in [23]. On the basis
of this idea, some efforts have been made to apply this
technique for more general systems, such as strict-feedback
systems [25], non-affine pure-feedback systems [26][27], low-
triangular MIMO systems with time delays [6][28].

Inspired by the aforementioned literature, we focus our
attention to the FTC problem via a state observer. With the
help of appropriate transformation, virtual control variables
of the large-scale pure-feedback system are converted into
dominant forms. A state observer is constructed by universal
approximation theory of neural networks (NNs), and the
DSC technique is also introduced to overcome the so-called
‘explosion of complexity’ utilizing a first-order low-pass filter.
Then, an adaptive NNs fault-tolerant output control strategy
will be designed.

II. PROBLEM FORMULATION

Consider a class of nonlinear systems suffered from actuator
failures 

ẋ1(t) = f1 (x1(t), x2(t)) ,

ẋ2(t) = f2 (x2(t), x3(t)) ,
...

ẋn−1(t) = fn−1

(
xn−1(t), xn(t)

)
,

ẋn(t) = fn (xn(t)) +ϖTu(t),

y(t) = x1(t),

(1)
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where xi(t) are state variables of the system, i = 1, · · · , n,
xi(t) =

[
x1(t), . . . , xi(t)

]T ∈ Ri, fi(·) ∈ R are unknown and
smooth nonlinear functions denoting uncertain dynamics of
the system, u(t) =

[
u1(t), · · · , um(t)

]T ∈ Rm is the control
input vector whose components might be of failure during the
whole process, and y(t) ∈ R is the output signal of the system.
It is assumed that only the output information are available for
measurement.

Denoting a set Am = {1, 2, . . . ,m} and the actuator faults
discussed in this paper include two categories: one is lock-in-
place, the other one is loss of effectiveness.

Lock-in-place model:

uj(t) = ūj , t ≥ tj , j ∈ {j1, . . . , jq} ⊂ Am, (2)

and loss of effectiveness model:

ur(t) = κrνr(t), t ≥ tr, r ∈ {j1, . . . , jq}
∩

Am, (3)

where κr ∈ [κr, 1], ūj a constant value when the actuator
gets stuck, νr(t) is the applied control variable, κr is the still
effective proportion of the rth actuator when the loss of ef-
fectiveness fault takes place, and κr is the lower boundedness
of κr, 0 < κr ≤ 1.

Then the input vector becomes

u(t) = κν(t) + µ
(
ū− κν(t)

)
, (4)

where ν(t) =
[
ν1(t), · · · , νm(t)

]T, ū =
[
ū1, · · · , ūm

]T, κ =
diag(κ1, · · · , κm), µ = diag(µ1, · · · , µm), and

µj =


1, if the thejth actuator fails as (2),

e.g., uj= ūj ,

0, otherwise.

(5)

Remark 1: In practice, the general form of (1) is applicable
to describe several physical plants, such as biochemical pro-
cesses, robotic manipulators, unmanned surface vehicles and
so on [29]. In this context, we are interested in the control
design for the System (1) directly, which is not academically
challenging but also of practical interest.

For the sake of notation simplicity, the time notation t is
in the delay-free terms. To move on, the following standard
assumption is introduced.

Assumption 1: The reference signal yd is smooth and yd,
ẏd, ÿd are bounded, that is, there exists a positive constant ϱi0,
such that y2d + ẏ2d + ÿ2d ≤ ϱ0.

Remark 2: The energy of the command generators are
limited, Assumption 1 is significantly common in exiting
literature and can be found in [25].

The preliminaries about the radical basic function (RBF)
neural networks and the universal approximation property are
omitted for conciseness in this paper. Readers interested may
refer to [30] and reference therein for more details. It is worth
noting that W ∗

i is the unknown ideal constant weight vector
of RBF neural networks and Gi(Zi) is the Gaussian function
with the input vector Zi to be given later.

The control objective in this paper is to design an observer-
based adaptive fault-tolerant control law for the System (1) in

the presence of faults (2) and (3) to force output y to follow the
desired trajectory yd as expected and to guarantee all signals
in the closed-loop system uniformly ultimately bounded.

III. OUTPUT FEEDBACK CONTROL LAW

In this section, we will focus our attention to achieve the
control objective described in Section II. According to Yang
et al. [15], a kind of special control structures is chosen as

νj = bj(x̂n)u0, (6)

where 0 < bj ≤ bj(x̂n) ≤ b̄j , bj > 0, b̄j > 0, u0 is the actual
control single.

A. Observer Design

Considering the System (1), we introduce the following
auxiliary function

Fi(xi, xi+1) = fi(xi, xi+1)− xi+1, (7)

where i = 1, · · · , n− 1.
Assumption 2: For ∀M1 ∈ Rj and ∀M2 ∈ Rj , there exit

known constants mi satisfying that

|Fi(M1)− Fi(M2)| ≤ mi||M1 −M2||, (8)

where i = 1, · · · , n, and j is appropriate dimension of the
vector.

It follows, from (7), that (1) can be rewritten as

ẋ1 = x2 + F1 (x1, x2) ,

ẋ2 = x3 + F2 (x2, x3) ,
...

ẋn−1 = xn + Fn−1

(
xn−1, xn

)
,

ẋn = ϖTu+ Fn(xn) ,

y = x1.

(9)

Define x̂i as the estimation value of xi, and the filtered
signals

x̂i,f = BL(s)x̂i, (10)

where BL(s) is a Butterwoth low-pass filter (BLF), and
corresponding parameters of the filter whose cutoff frequency
wc = 1rad · s−1 with different orders are listed in [31].

Assumption 3: There exits positive a constant bi,0, such that
|x̂i − x̂i,f | ≤ bi,0, i = 1, · · · , n.

Define ∆Fi = Fi(xi, xi+1) − Fi(x̂i, x̂i+1,f ), ∆Fn =
Fn(xn−1, xn)− Fn(x̂n−1, x̂n), and we can obtain that

ẋ1 = x2 + F1 (x̂1, x̂2,f ) + ∆F1,

ẋ2 = x3 + F2 (x̂2, x̂3,f ) + ∆F2,
...

ẋn−1 = xn + Fn−1

(
x̂n−1, x̂n,f

)
+∆Fn−1,

ẋn = ϖTu+ Fn

(
x̂n−1, x̂n

)
+∆Fn,

y = x1.

(11)



Further, (11) can be rewritten in the vector form
ẋ = Ax+Ky +

n−1∑
i=1

[
BiFi(x̂i, x̂i+1,f )

]
+Bn

[
Fn

(
x̂n−1, x̂n

)
+ϖTu

]
+∆F,

y = Cx,

(12)

where A =


−k1 1 0 · · · 0 0
−k2 0 1 · · · 0 0

...
...

...
...

...
−kn−1 0 0 · · · 0 1
−kn 0 0 · · · 0 0


n×n

, K =

[
k1, · · · , kn

]T
, B =

 i−1︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · , 0︸ ︷︷ ︸

n−i

T

, C =

[
n−1︷ ︸︸ ︷

0, · · · , 0, 1

]T
, ∆F =

[
∆F1, · · · ,∆Fn

]T
, A is a strict

Hurwitz matrix satisfying that there exists a positive matrix
P = PT, for a given positive symmetric matrix Q, such that

ATP + PA = −Q. (13)

According to the approximation theory, the unknown func-
tions Fi(x̂i, x̂i,f ) and Fn(x̂n−1, x̂n) can be written as

Fi(x̂i, x̂i+1,f )=W ∗
i Gi(x̂i, x̂i+1,f )+εi, i = 1,· · ·, n− 1, (14)

and

Fn(x̂n−1, x̂n) = W ∗
nGn(x̂n−1, x̂n) + εn, (15)

respectively, where W ∗
i , W ∗

n , Gi(·) and Gn(·) are introduced
in Section II, εi and εn are the approximation errors satisfying
|εi| ≤ ε∗i , |εn| ≤ ε∗n, ε∗i and ε∗n are constant.

We denote that Zi =
[
x̂i, x̂i,f

]T
and Zn =

[
x̂n−1, x̂n

]T
,

and a state observer is proposed for the System (1)
˙̂x = Ax̂+Ky +

n−1∑
i=1

BiŴ
T
i Gi(Zi)+BnŴ

T
n Gn(Zn)

+Bnϖ
Tu,

ŷ = Cx̂,

(16)

where Ŵi and Ŵn are the estimation values of W ∗
i and W ∗

n ,
respectively, and their adaptive update laws will be given later.

Define the observer error vector x̃ = x − x̂, and the
derivative can be expressed as

˙̃x = ẋ− ˙̂x

=Ax̃+
n−1∑
i=1

[
BiW

∗T
i Gi(Zi)−BiŴ

T
i Gi(Zi)

]
+BnW

∗T
n Gn(Zn)−BnŴ

T
n Gn(Zn) + ∆F + ε

=Ax̃+∆F + δ + ε, (17)

where δ =
[
δ1, · · · , δn

]T
, ε =

[
ε1, · · · , εn

]T
, δp =

W̃T
p Gp(Zp), δn = W̃T

n Gn(Zn), W̃p = W ∗
p − Ŵp, p =

1, · · · , n− 1, W̃n = W ∗
n − Ŵn.

B. Control Law Design

In this part, we will design an adaptive output feedback
fault-tolerant control scheme for the System (1).

Define
s1 = x1 − yd, (18)

si = x̂i − zi, (19)

where zi is obtained from a filtered signal of virtual control,
i = 1, · · · , n.

Step 1: Differentiating s1 and considering the System (1),
we obtain that

ṡ1 = ẋ1 − ẏd

=x2 + F1

(
x̂i,1, x̂i,2,f

)
+∆F1 − ẏi,d

= x̂2 + x̃2 +W ∗T
1 G1 (Z1) + ε1 +∆F1 − ẏd. (20)

Choose the virtual control law α2

α2 = −k1s1 − ŴT
1 G1(Z1) + ẏd, (21)

and the update law for Ŵ1

˙̂
W1 = Γ1

[
G1(Z1)s1 − σ1Ŵ1

]
, (22)

where k1 > 0, Γ1 = ΓT
1 > 0, σ1 > 0.

DSC technique in [22] is introduced here, and let α2 pass
through a first-order filter to obtain z2

ς2ż2 + z2 = αi,2, z2(0) = α2(0), (23)

where ς2 > 0.
Step 2: Let s2 = x̂2 − z2. According to the System (1) and

the observer (16), we have

ṡ2 = ˙̂x2 − ż2

=−k2x̂1 + x̂3 + k2y +W ∗T
2 G2(Z2) + ε2 − ż2. (24)

We construct the virtual control law

α3 = −k2s2 + k2x̂1 − k2y − ŴT
2 G2(Z2) + ż2 (25)

with the adaptive tuning rule

˙̂
W2 = Γ2

[
G2(Z2)s2 − σ2Ŵ2

]
, (26)

where k2 > 0,Γ2 = ΓT
2 > 0, σ2 > 0.

Similarly, define a first-order filter

ς3ż3 + z3 = α3, z3(0) = α3(0), (27)

where ς3 > 0.
Step i (3 ≤ i ≤ n− 1): Similarly to the previous steps,

ṡi = ˙̂xi − żi

=−kix̂1 + x̂i+1 + kiy +W ∗T
i Gi(Zi) + εi − żi. (28)

Accordingly, we choose

αi+1 = −kisi + kix̂1 − kiy − ŴT
i Gi(Zi) + żi (29)

with
˙̂
Wi = Γi

[
Gi(Zi)si − σiŴi

]
, (30)



where ki > 0,Γi = ΓT
i > 0, σi > 0.

Similarly, a first-order filter

ςi+1żi+1 + zi+1 = αi+1, zi+1(0) = αi+1(0), (31)

is introduced, where ςi+1 > 0.
Step n: From (19), we have

ṡn = ˙̂xn − żn

=−knx̂1+ϖTu+kny+W ∗T
n Gn(Zn)+εn−żn. (32)

Then, the control law is designed as

u0 =
1

~0

[
− knsn −

∑
j=j1···jq

ϖjuj + knx̂1 − kny

−ŴT
n Gn(Zn) + żn

]
(33)

with the adaptive law
˙̂
Wn = Γn

[
Gn(Zn)sn − σnŴn

]
, (34)

where kn > 0, ~0 =
∑

j ̸=j1···jq

κjbj , Γn = ΓT
n > 0, σn > 0.

C. Stability Analysis

In this section, the stability of the closed-loop system will
be analysed.

Define ei+1 = zi+1−αi+1, and according to (23), żi+1 can
be expressed as

żi+1 =
αi+1 − zi+1

ςi+1

= −ei+1

ςi+1
, (35)

where i = 1, · · · , n− 1.
Combing (21) and (35), we can obtain that

ė2= ż2 − α̇2

=−e2
ς2

+k1ṡ1+
˙̂
WT

1 G1(Z1)+
ŴT

1 ∂G1(Z1)

∂Z1
Ż1+ÿd

=−e2
ς2

+B2

(
s1, s2, e2, Z1, Ŵ1, yd, ẏd, ÿd

)
, (36)

where B2(·) is a continuous function.
Similarly, for j = 2, · · · , n− 1,

ėi+1= żi+1 − α̇i+1

=−ei+1

ςi+1
+ kiṡi − ki ˙̂x1 + kiẏ +

˙̂
WT

i Gi(Zi)

+
ŴT

i ∂Gi(Zi)

∂Zi
Żi −

ėi
ςi

=−ei+1

ςi+1
+Bi+1

(
s1, · · · , si+1, e2, · · · , ei+1, Zi,

Ŵ1, · · · , Ŵi, yd, ẏd, ÿd

)
, (37)

where Bi+1(·) is a continuous function.
Choose Vo = x̃TPx̃, and the derivative of Vo is

V̇o= ˙̃x
T
Px̃+ x̃TP ˙̃x

=−x̃TQx̃+ 2x̃TPδ + 2x̃TP∆F + 2x̃TPε. (38)

Using Assumption 2, Assumption 3 and the facts that

∆Fi≤ |Fi(xi, xi+1)− Fi(x̂i, x̂i+1)|
+|Fi(x̂i, x̂i+1)− Fi(x̂i, x̂i+1,f )|

≤ mi||x̃||+ b
′

i+1,0, i = 1, · · · , n− 1, (39)

∆Fn≤ |Fn(xn−1, xn)− Fn(x̂n−1, x̂n)|
≤ mn||x̃||+ b

′

n+1,0, (40)

δ2i ≤ g∗2i W̃T
i W̃i, (41)

the following inequalities hold

2x̃TPδ≤ x̃Tx̃+ ||P ||2
(
|δ1|2 + · · ·+ |δn|2

)
≤ x̃Tx̃+ ||P ||2

n∑
i=1

g∗2i W̃T
i W̃i, (42)

2x̃TP∆F ≤ x̃Tx̃+ ||P ||2
(
|∆F1|2 + · · ·+ |∆Fn|2

)
≤ x̃Tx̃+ ||P ||2

n∑
i=1

(
2m2

i ||x̃||2 + 2b
′2
i+1,0

)
≤ c0||x̃||2 + q0, (43)

2x̃TPε≤ x̃Tx̃+ ||P ||2||ε∗||2, (44)

where g∗i > 0 is the upper bound of ||Gi(Zi)|| [30],
b
′

i+1,0 = mibi+1,0, bn+1,0 = 0 is for notation convenience,

c0 = 1 + 2||P ||2
n∑

i=1

m2
i , q0 = 2||P ||2

n∑
i=1

b
′2
i+1,0,

In view of (38)–(44), we have

V̇o≤ −x̃T(Q− 2I − c0I)x̃+ ||P ||2
n∑

i=1

g∗2i W̃T
i W̃i

+q0 + ||P ||2||ε∗||2. (45)

The main result of this paper is summarized in the following
theorem.

Theorem 1: Considering the System (1) in the presence of
actuator faults (2) and (3), we design the observer (16), the
controller (33) and adaptive laws (22)(26)(30)(34) under the
condition that Assumption 1–Assumption 3 hold. For bounded
initial conditions, all signals of the closed-loop system are
uniformly ultimately bounded and the tracking error remains
in a small neighborhood around the origin with suitable choice
of design parameters.

Proof 1: Choose the following Lyapunov function candidate

V = Vo +
1

2

n∑
i=1

s2i +
1

2

n∑
i=1

W̃T
i Γ−1

i W̃i +
1

2

n−1∑
i=1

e2i+1, (46)

and its differentive yields

V̇ = V̇o +
n∑

i=1

siṡi +
n∑

i=1

W̃T
i Γ−1

i
˙̃
W i +

n−1∑
i=1

ei+1ėi+1. (47)



From Assumption 1, Assumption 2, and Young’s inequality,
we have the following inequalities

|s1∆F1(·)|≤
s21
4

+ 2
(
m2

1||x̃||2 + b
′2
2,0

)
, (48)

|s1x̃2|≤
s21
4

+ x̃Tx̃, (49)

σiW̃
T
i Ŵi≤−σi

2
W̃T

i W̃i +
σi

2
W ∗T

i W ∗
i , (50)

ei+1Bi+1(·) ≤
M2

i+1

2βi+1
+

βi+1e
2
i+1

2
. (51)

(47) can be rewritten as

V̇ ≤−x̃T
(
Q− 3I − c0I − 2m2

1I
)
x̃+

(
−k1 +

1

2

)
s21

+
n−1∑
i=1

(
sisi+1 + siei+1 − kis

2
i

)
+

n∑
i=1

siεi

−kns
2
n +

n∑
i=1

[(
||P ||2g∗2i − σi

2

)
W̃T

i W̃i

]
+

n−1∑
i=1

(
−
e2i+1

ςi+1
+

βi+1e
2
i+1

2

)
+ q0 + 2b

′2
2,0

+||P ||2||ε∗||2+
n∑

i=1

σi

2
W ∗T

i W ∗
i +

n−1∑
i=1

M2
i+1

2βi+1
, (52)

where βi+1 is positive constant and Mi+1 is the maximum
value of the the continuous function Bi+1(·).

Since

sisi+1 ≤ si +
1

4
s2i+1, (53)

siei+1 ≤ si +
1

4
e2i+1, (54)

siεi ≤ si +
1

4
ε2i ≤ si +

1

4
ε∗2i , (55)

and denoting that
1

ςi+1
=

βi+1

2
+
1

4
+ς∗i+1, ς∗i+1 > 0, the

inequality (52) can be further written as

V̇ ≤−x̃T
(
Q− 2I − c0I − 2m2

1I
)
x̃−

(
k1 −

7

2

)
s21

−
n−1∑
i=2

(
ki −

13

4

)
s2i −

(
kn − 5

4

)
s2n −

n−1∑
i=1

ς∗i+1e
2
i+1

+
n∑

i=1

(
||P ||2g∗2i − σi

2

)
W̃T

i W̃i+ q0 + 2b
′2
2,0 +

n∑
i=1

ε∗2i
4

+||P ||2||ε∗||2+
n∑

i=1

σi

2
W ∗T

i W ∗
i +

n−1∑
i=1

M2
i+1

2βi+1

≤−χV + C, (56)

where χ = min
{
λmin

[
(Q − 3I − c0I − 2m2

1I)P
−1

]
, 2(k1 −

7/2), 2min(ki − 13/4, · · · , kn−1 − 13/4), 2(kn − 5/4),

2min(ς∗2 , · · · , ς∗n), 2min
[
(
σ1

2
−||P ||2g∗21 )/λmax(Γ

−1
1 ), · · · ,

(
σn

2
− ||P ||2g∗2n )/λmax(Γ

−1
n )

]}
, C = q0 + 2b

′2
2,0 +

n∑
i=1

ε∗2i
4

+||P ||2||ε∗||2+
n∑

i=1

σi

2
W ∗T

i W ∗
i +

n−1∑
i=1

M2
i+1

2βi+1
.

From (56), one has

0 ≤ V (t) ≤ C

χ
+

[
V (0)− C

χ

]
e−χt. (57)

It indicates that all signals of the closed-loop system are
uniformly ultimately bounded. And the analysis about con-
vergence of the tracking error is the same as [19]. This is
omitted for the sake of space limitation.

IV. CONCLUSION

In this paper, the adaptive fault-tolerant control strategy
has been presented for a class of uncertain nonlinear systems
suffered from actuator failures. The main advantage is that
it is assumed that not all inner states are available and the
control strategy is proposed combing a NNs-observer with the
bacstepping approach and DSC technique. The stability of the
whole system and the convergence of the tracking error are
shown effectively via theoretical proof.
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